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ABSTRACT

Three fast and simple longwave broadband radiation parameterization schemes were tested against a reference
narrow-band model in clear sky conditions. The three schemes gave rather similar results. The emissivity de-
pendence on water vapor path length was tuned to give best fit to the reference. The smaller other gas, aerosol
and continuum effects were added in a simple fashion both to the radiative cooling and to the longwave downward

flux at the surface. Clouds are handled as blackbodies.

In the shortwave scheme the attenuation of solar radiation due to variable water vapor and gray clouds, but
average ozone and other gas absorption, aerosols and Rayleigh scattering are taken into account and tuned by
surface observations of solar flux. The water vapor absorptivity for solar heating was fitted by line-by-line model

results.

1. Introduction

With the advance of numerical modeling the pa-
rameterization of radiation is beginning to be included
in many mesoscale and high-resolution short-range
forecast models. However, the radiative longwave
cooling of the atmosphere and daytime heating due to
absorption of solar shortwave radiation tend to be only
small terms in these model applications. Therefore, the
rather accurate but very time-consuming line-by-line
integrations of the radiative transfer equations are not
appropriate. Even broadband or emissivity methods
may be too time consuming to be cost effective for
short-range forecasting or some mesoscale model ap-
plications. For this reason, very simple and fast meth-
ods of radiative parameterization are compared here
with better schemes and observations of radiative fluxes
and heating to validate them for error-insensitive ap-
plications.

The first longwave method was suggested by Rogers
and Walshaw (1966) (RW) as the “cooling to space”
approximation. The second method is attributed to
Sasamori (1972). It was used for example by McNider
and Pielke (1981) and has become popular after rec-
ommendation in Pielke’s (1984 ) book. Third, the tra-
ditional emissivity method is the direct vertical inte-
gration of the radiative transfer equations to get the
upward and downward fluxes and then the cooling rate
as the vertical divergence of the net flux. This method
is described in textbooks (e.g., Houghton 1984) and
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is, in principle, more accurate, but also more time-
consuming, than the two others, which are approxi-
mations of it. Fels and Schwartzkopf (1975) and Wu
(1980) criticize these methods in GCM use, but they
might still be adequate in the less demanding appli-
cations.

In this report, these three approximations are com-
pared against the narrowband calculation of RW for
clear sky conditions. Some sensitivity tests are made.
It is acknowledged that the RW method may not be
the best reference around, however, its results are
readily available and have been widely used for com-
parisons (e.g., Garand 1984). The accuracy of the RW
cooling rate is perhaps only a few tenths of K day ™
(Morcrette and Fouquart 1985). When observations
or line-by-line model results become openly available
in the literature, the present methods can be retuned
to them. Unfortunately, the observations of longwave
radiative fluxes are not very accurate or abundant. A
comparison is made here to a set of Suomi-Kuhn ra-
diometer tropical soundings reported in Cox (1969).

Based on the comparisons, an improved emissivity
curve for the water vapor line spectrum is suggested.
The water vapor continuum problem is discussed and
a very crude but fast approximation for it and the CO,,
other gases, and aerosol effects is described. Finally, a
fast shortwave broadband parameterization is also pre-
sented (based partly on published line-by-line model
results, Chou 1986) and compared to surface and free
atmosphere solar radiation observations. Clouds are
treated here simply as gray- or blackbodies; better cloud
schemes and impact studies are underway.

The targeted tolerance, i.e. difference to the refer-
ences (RW and observations), is set to 0.3 K day~' in
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the cooling rates and 10 W m ~2 in the fluxes, and in-
terest is given only to the troposphere. The methods
chosen should be as fast as possible within these limits.
The computer time thus saved can then be used for
the more important forcing mechanisms or increased
resolution in the host model. Fast radiation methods
might be useful also in e.g., agrometeorology and sur-
face heat budget studies.

The aim of this paper lies in short-range forecasting.
Thus the methods are kept crude but are extremely
fast. They cannot justify themselves e.g., in GCMs,
where even tiny systematic errors may be serious in
the long run, nor in detailed PBL models, especially if
clouds are present.

2. Longwave broadband radiation schemes

Because computation speed is the decisive factor
here, we concentrate only in the emissivity (i.e. broad-
band) methods, where the integration over the fre-
quency domain is done once and for all. The error
caused by the frequency integration will be minimized
by selecting the emissivity curve optimally.

The clear sky downward longwave radiative flux is,
following Stephens (1984):

- [

where A4, is the absorptmty of the gas(es), v frequency,
and B, the Planck function. If the emissivity ¢ along
the vertical path z — z'is defined as the mean absorp-
tion weighted by the Planck function,

—(z, z')wB/(2")dz'dv, (1)

l [ o
«z,2") = ;FJ(‘) Az, z2YxB(T)dv, (2)

the downward flux becomes

P - [ &

For a path with constant p and T between z and z/,
(2) is the definition of homogeneous emissivity. It can
be calculated from the spectral properties of the gas(es)
or measured in the laboratory. The accuracy in both
methods is far from perfect, and, moreover, the path
is always nonhomogeneous in the real atmosphere.
Therefore, the emissivity curve is perhaps best defined
by fitting the results to some reference values (c.f. Rog-
ers 1967). This will be done in section 3a.

For upward flux calculations the form similar to (3)
is rather inaccurate in finite vertical resolution com-
putations, as noted by Rogers (1977) (and verified by
numerical testing). Therefore, it is better to define a
new emissivity through

dB,

e’(z,z’)=J(; A[z, z)m

With this, and by using partial integration the upward
flux becomes

(z 2")oT*(z')dz'. (3)

4)
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daT‘(z’) dz'
d !

Since the shape of dB,/dT is similar to that of B,, € is
nearly the same as e except for a constant. This was
demonstrated in Fig. 6 of Stephens (1984 ) where ¢ and
¢ from several sources were compared as the function
of water vapor pathlength. Based on this figure and
numerical testing, ¢ is fixed to e — 0.05 in what follows.

Once the upward and downward fluxes are calcu-
lated, the temperature change is given by the vertical
divergence of the net flux:

(g) = — _I- - (F* )
ot /i wr pecp 0z

FNz) = oT + fo é(z,2') (3)

g a

cp ap net-

(6)

a. The integration method

The integration method is based on the direct use
of (3), (5), and (6) by numerical integration and dif-
ferentiation through data points (using centered dif-
ferences and trapezoidal rule in the following). We will
only concentrate on the water vapor line spectrum here
and deal with the other gases, aerosols and the water
vapor continuum later. For the water vapor line spec-
trum, a common approximate correction for the pres-
sure and temperature dependence of the absorption/
emission is made (the pressure scaling correction ), by
using an effective water vapor amount u: the actual
vertical water vapor path length is multiplied by (p/
Do) (T,/T)%3, where p, = 1013 mband 7, =273 K.

Thus
p(z) n 0.5

) p\"( T\ dp

u(z, z') = =~ l=] —

¢ ) fp(z') q(Po) ( T) g
where g is specific humidity and g, gravity. Now €z,
z') = «(u(z, z')). The scaling constant # is set to 0.85,
after Houghton (1984). Stephens (1984 ) suggests a
range of 0.5-0.9 for n. The sensitivity of the results to

n will be studied later. The unit of u is g cm ™2 so u is
given in cm of (pressure scaled) precipitable water.

(7)

b. The Sasamori method

Sasamori (1972) suggested that in the longwave ra-
diation calculations the atmosphere could be taken
isothermal at each calculation level. Then the height
integrals in (3) and (5) can be calculated analytically
using Riemann-Stieltjes integration at the ground and
at the top, the temperatures of which must be given.
The result is (Pielke 1984):

oT _ g 0¢(0, z) ., T4
()2 222

_ 0e(z, de(z, 0)

= T‘*(z))} (8)



JuNE 1990

where index ¢ refers to the top of the radiative medium
and g to the ground.

The basis for Sasamori’s suggestion is that the fluxes
far from the height of interest are small and therefore
do not contribute much to the integrals. Pielke (1984)
presents McNider’s unpublished comparison of (8)
with the integral method using Wangara day-33 data.
In that comparison, Sasamori’s method gave very re-
alistic results.

¢. Cooling to space

Rogers and Walshaw (1966) and Rogers (1977)
suggested that when reorganizing the cooling rate (6)
with the emissivity fluxes (3) and (5) to a form

T =___l_ 4, 0e(z, ©)
(5)= o [0 5

0¢(0, z)
0z

=) 2 ’
+fo (wB(z)—vrB(z'))Q—‘(—Z’—z—)dz'] 9)

+ o(T4(2) — T)

dzdz'

it can be shown that the first term in (9)—emission
from level z to space (““cooling to space”)-—is usually
dominant by a large margin for water vapor line spec-
trum in the earth’s atmosphere. The second term is
exchange of radiation with the surface. The third term
is the internal exchange of radiation with all other layers
in the atmosphere. Rogers (1977) indicates that this
last term gives a contribution only in the neighborhood
of changes in the lapse rate of temperature, and is usu-
ally negligible, as is the second term. It may be noted
in passing that the Sasamori approximation (8) (with
T, set to 0) consists of the two first terms in (9). The
last term is excluded since there is no internal exchange
of radiation in an isothermal atmosphere.

Actually, RWs suggestion was made in the context
of a narrowband model, which gave very realistic results
as a cooling-to-space approximation. The emissivity
version is

(GT) _ oT*(z) de(z, )

ot PCp 9z
g0z, ©0) _,
=—=——"9gT

o w10

i.e. only the dominant term in (9) is taken into account.
This cooling-to-space (cts) scheme can be recognized
as Sasamori’s scheme with its first term omitted and
T, set to zero. The cts scheme is very fast since there
is no vertical integration: one just calculates the vertical
derivative of emissivity at the pathlength calculated
from above to level z and multiplies B(z) with that.
As Rogers (1977) pointed out, “Newtonian cooling”
methods of radiation can be considered as lineariza-
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tions of the cts scheme along a suitable temperature
profile. Good results for the cts approximation would
therefore support Newtonian forcing for radiation,
which is often used in simple climate models as an ad
hoc assumption.

3. Results and suggestions for longwave radiation
a. Emissivity for water vapor line spectrum

We start the comparisons by taking the “London
tropical profile”; i.e. temperature and moisture for
March at 0-10°N (London 1952}, which has been used
for many comparisons. Its 7', ¢, and u(z, o), u(0, z)
profiles are shown in Table 1, in which pressure scaling,
n = 0.85, has been used. In the comparisons, the an-
alytic emissivity curve e(u) of Sasamori (1968; Eqs. 14
and 15) are first adopted. This dependency is based on
Yamamoto’s (1952) spectral calculations for water
vapor line spectrum. It was used for many years in the
NCAR GCM (Washington and Williamson 1977) and
is also the basis of the Yamamoto radiation chart.

In Fig. 1 the cooling rates from the Yamamoto and
Elsasser radiation charts are shown for the London
profile, based on Goody’s (1964) evaluation. Also
shown is the Rogers and Walshaw (1966) (RW ) nar-
rowband model result, which serves here as a reference.
The cooling curves obtained by the integration method,
Sasamori approach (with 7, = 0), and cooling-to-space
scheme [all three based on Yamamoto e(«)] are quite
close to each other in Fig. 1, except near the surface
where the Sasamori method gives too small cooling
rates. In midtroposphere they differ much less from
each other than from the other curves. The integration
method is just a numerical integration of the Yama-
moto radiation chart equations; thus the difference be-
tween it and the Yamamoto curve in Fig. 1 indicates

TABLE 1. The temperature and specific humidity profiles for mean
March 0-10°N, and the pressure and temperature-scaled water vapor,
vertical path lengths (after London 1952).

z / T q u(z, o) u(0, z)
km mb C gkg™! cm cm
0 1011 27.1 18.98 3.89 —
1 900 22.8 12.67 2.25 1.65
2 802 18.2 9.36 1.32 2.57
3 715 13.3 6.90 0.77 3.13
4 636 7.8 4.91 0.43 3.46
5 562 20 344 0.23 3.66
6 496 -35 2.32 0.12 3.78
7 438 -10.0 1.44 0.058 3.84
8 385 -16.6 0.92 0.028 3.87
9 336 —-23.2 0.48 0.012 3.88
10 293 -30.0 0.34 0.005 3.89
11 253 —38.6 0.13 0.002 3.89
12 217 —47.2 0.07 0.0007 3.89
13 185 —55.7 0.03 0.0003 3.89
14 156 —62.3 0.02 0.0001 3.89
15 131 —69.0 0.01 0.0001 3.89
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FiG. 1. The London profile cooling rates. RW = Rogers and Wal-
shaw (1966), E = Elsasser chart, Y = Yamamoto chart. Dotted line
= integral method, dash-dot line = cts method, thin line = Sasamori
method. ¢(#) from Sasamori (1968).

the level of inaccuracy that can be expected between
the chart (graphical integration ) and the numerical in-
tegration of the emissivity equations for the same e(u).

Because the three tested methods are so close to each
other, it is clear that even the simplest and fastest of
them, the cts method, captures the essential cooling
mechanism. The decisive factor in the cts method is
de(u (z, c0))/ dz at any height. As can be seen from
Table 1, u(z, co ) (which is the scaled precipitable water
in cm above each level) decreases steadily upward. In
contrast, #(0, z) increases quickly upward near the
surface, where most of the moisture lies. It remains
nearly constant in the free atmosphere where de(u(0,
z))/dz is thus small and the first term in the Sasamori
method (8) becomes negligible. Consequently, the cts
and Sasamori methods become nearly identical in the
upper troposphere if 7, = 0.

It is now clear that de/dz, or, equivalently, de/du,
should be chosen carefully. Unfortunately, de/du is
not very well known. The values of de/dx (where x
= olog u) of some emissivity formulations found in
the literature are shown in Fig. 2. Of these, Yamamoto’s
(1952) and Elsasser’s (1942) values are based on line-
by-line or band-model calculations of water vapor line
absorption. Staley and Jurica’s (1970) values, rec-
ommended by Houghton (1984), are likewise theo-
retical but based on newer spectral data. Kuhn’s (1963)
emissivities are observational, based on fit of cooling
from radiometer soundings to the integral method. Also
Robinson’s (1950) values are observational and form
the basis of the Kew radiation chart.
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In Fig. 1 it was seen that when compared to the RW
scheme cooling from Elsasser’s chart is too low at raid-
tropospheric levels and too high in the stratosphere,
while cooling from Yamamoto’s ¢(u) (both chart and
numerical methods based on it) is too high in the lower
troposphere but reasonably good in the upper tropo-
sphere and stratosphere where u(z, oo) (and thus, x)
is small. Houghton (1984 ) notes the same general trend
and suggests further that Elsasser’s and Robinson’s
charts are at their best near the surface, where u(z, o)
and, x) is large. Therefore, it may be feasible to fit a
curve to the values in Fig. 2 so that the curve is close
to Yamamoto’s de/dx at low values of x, but at high
x, close to Elsasser’s and Robinson’s de/dx. For me-
dium x, the curve should be somewhere between El-
sasser’s and Yamamoto’s values. After testing with
many alternatives, the dashed curve in Fig. 2,

de/dx = 0.17 — 0.0164- x — 0.0135- x2, x = logu,
(11)

which obeys the above rules, was also found to give a
good fit to the RW cooling rate. The emissivity curve
now becomes

e=0.60 +0.17- x — 0.0082 - x2
—0.0045 - x3, (12)

where the constant 0.60 was found to give the best fit
to RW in the integration method. (The Sasamori and
cts schemes do not depend on this constant.) The sug-
gested emissivity (12)is compared to some other emis-
sivities in Table 2. It is close to Staley and Jurica’s
(1970) values. .

The reason for Yamamoto’s high values of de/dx
for high x in Fig. 2 is probably that he did not allow

x = logu

?eX

vy~ Y*
Q2 - sJ
,Y/_;E,——S\lg “"-~<R

B st Ex™

///é, K
01+ § /,

\ 24
T T T T T T
-4 -3 -2 -1 0 1 X
00001 0001 QO1 01 1 10 U(cm)

FIG. 2. de/dx calculated from given water vapor line spectrum
emissivities. Y = Yamamoto (1952), E = Elsasser (1942), R = Rob-
inson (1950), K = Kuhn (1963), SJ = Staley and Jurica (1970)
CO,-corrected. The dashed curve is Eq. (11). x = jplog(u), where u
is the water vapor path length in cm.
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TABLE 2. Water vapor emissivity estimates.

logu cm™! -4 -3 -2 -1 0
Elsasser (1942) .030 117 267 437 .604
Robinson (1950) .023 105 225 375 .540
Yamamoto (1952) .027 .093 215 393 622
Kuhn (1963) .040 128 249 .381 .543
Staley and Jurica (1970) 076 .146 277 417 .590
Eq. (12) 077 138 263 426 .600

for spectral overlapping of H,O with CO, (which was
to be done separately on another chart). The Staley
and Jurica values in Fig. 2 are, on the other hand,
based on their overlap correction tables used with typ-
ical CO; pathlengths. If the same overlap correction is
also applied to Yamamoto’s ¢, his de/dx values come
close to the dashed curve in Fig. 2. The strong overlap
also explains why de/dx tends down for high x.

With the new emissivity curve (12), the results of
the three methods, shown in Fig. 3, become close to
the RW cooling rate. They are further tested on three
other cases, in which the RW cooling rates are available.
These comparisons are in Fig. 4. Figure 4a is a moist
tropical sounding (Fig. 11d of RW), Fig. 4b a typical
midlatitude sounding (Fig. 7 of RW), and Fig. 4c a
very cold and dry arctic sounding (Fig. 11e of RW)
with a pronounced ground inversion. In these individ-
ual soundings the scatter in the heating rates is larger
than in the monthly averaged data of Fig. 3. Also, the
vertical resolution is high in the RW calculations
whereas the tested fast methods use only the sounding
data levels given in RW and thereby smooth the vertical
heating profile. However, the cts method is again rea-
sonably accurate.

b. Sensitivity tests

The integration, Sasamori, and cts methods are all
very sensitive to the emissivity curve e(u#) chosen, as
can be seen by comparing Figs. 1 and 3. Having now
fixed (“optimized”) the emissivity to Eq. (12), the
other parameters may be varied.

In the Sasamori method (8), the ground temperature
is clearly defined but the temperature at the “top” is
more flexible. In a coarse vertical resolution, it could
represent that part of the upper atmosphere which is
not resolved, for instance, the mean temperature of the
stratosphere. In Fig. 3 the Sasamori method cooling
rate is calculated using three values of 7;: 0, 180, and
210 K. Clearly, the best result is obtained with 7, set
to 0, in which case the Sasamori method comes close
to the cts scheme. Sasamori’s idea of a radiative water
vapor source above the troposphere is therefore not
supported by this comparison, perhaps because the
amount of water vapor in the stratosphere is very small
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indeed. (In principle, T, should be set to 3 K, instead
of 0 K, to represent the “big bang” background radia-
tion still present in the space. This tiny value does not
make any difference to the present calculations how-
ever.)

The effect of varying the pressure scaling factor, 7,
in the cts method is in Table 3. Here, the midlatitude
temperature and moisture profile (Fig. 4b) is used and
n goes through 0 (no scaling), 0.5, 0.85 and 1.2 (more
than linear scaling). The difference between the two
extremes in n is about 0.4 K day ! in the cooling rates,
with n = 0 tending to give a flat rate with height and
n = 1.2 a rate with much more cooling near the surface
than higher up. In the range of n = 0.5- - - 0.9, sug-
gested by Stephens (1984), the midlatitude cooling rate
is not, however, very sensitive to n: the cooling rates
vary only 0.12 K day ™! at most. Thus the exact value
of n 1s not of great importance.

Having fixed «(u) and n, the only varniables in the
cts scheme are the vertical resolution, and the temper-
ature and moisture values. The effect of the vertical
resolution has been tested in many articles (e.g., RW;
Morcrette and Fouquart 1985) with the obvious result
that finer resolution gives better resuits. We do not
make any extra comparison here but just note that the
smoother cooling rates in Fig. 4 may be partly due to
the coarser vertical resolution in our calculations com-
pared to RW.

Calculations with the three emissivity methods,
where the temperature and moisture profiles were
biased, gave results similar to those in RW: systematic
increase /decrease of 1 K in 7 or T, will give about
1.5% increase /decrease in the cooling rate. Random

Z (km)
—116

14
12

10

=3 -2 -1 o
Cooling rate (K /day)

F1G. 3. Same as Fig. 1, but «(u) is from Eq. (12). T, in the Sasa-
mori method is set to 0, 180, or 210 K as indicated.
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differences within 1 K in T or 7, along their profiles
will give differences of about 5% in the cooling rates.

c¢. Other effects on longwave cooling

Based on, e.g., Liou (1980) and Paltridge and Platt
(1976), the additional effect of CO,, O; and other gases
on the longwave radiative cooling rate seems to be quite
small and vertically constant in the troposphere (of the
order of 0.1 K day™'), if any moisture is present. Also
the cooling rate caused by aerosol absorption is small
and not known very well; a few tenths of K day ™! has
been suggested for Los Angeles, where even an “av-
erage” aerosol concentration is probably quite high

JOURNAL OF APPLIED METEOROLOGY

VOLUME 29

c Z (k)
—16
-114
=112
10
] I
-3 -2

Cooling rate (K/day)

FIG. 4. Same as Fig. 3, but for three other T, g-profiles.

(Ackerman et al. 1976). For a fast radiative cooling
calculation in a short range model, one may thus simply
add an extra constant cooling rate of —0.1 ... 0.2 K
day~! to represent their average effect, especially if cts
or Sasamori methods are used for water vapor. (These
methods are not very accurate for carbon dioxide ra-
diation calculations.)

The water vapor continuum (the water vapor win-
dow) is now known to have more absorption/emission
than the theoretical line spectra calculations indicate.
Water vapor polymers [e.g., (H,O),] or the far wings
of nearby lines are both suggested as reasons for that.
Whatever the reason, this less-than-perfect transpar-
ency in the window region seems to depend strongly
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TABLE 3. Cooling rates in K day™’ (Fig. 4b)
for different values of .

p

mb n=0 0.50 0.85

908 -2.00 -2.15 -2.26 -2.36
812 -1.97 -2.15 -2.27 —2.38
724 -1.62 -1.79 -1.90 —2.00
645 ~1.33 —1.47 -1.56 —1.65
572 -1.08 —1.18 -1.25 —1.31
506 -1.10 -1.18 —-1.23 -1.27
446 -1.22 —-1.27 -1.30 -1.31
393 -1.27 -1.29 -1.28 —-1.26
344 —-1.08 —1.06 -1.02 —0.96
301 -1.17 -1.06 —0.95 —0.82
262 —1.40 -1.11 —0.89 -0.67

on water vapor pressure. Thus, strong cooling is ex-
pected near the surface in the tropics.

In Fig. 5 the cooling rate based on the mean of 14
clear air radiometer soundings on two tropical islands
is shown (Cox 1969). It is rather close to the RW profile
in Fig. 1, except near the ground. The dashed line gives
the cts approximation using Cox’ data. The dotted line
is the cts approximation plus a constant —0.1 K day ™"
(parameterizing the effect of other gases and aerosol)
plus —0.001¢3(z) (g in g kg~"), which parameterizes
as a simple (least squares) approximation on the strong
dependency of the continuum effect on water vapor
pressure. This last effect is only important in the moist
tropics and may be left out elsewhere.

The cts scheme and the other suggested simple pa-
rameterizations seem to give a fairly good fit to the
observed longwave cooling rate in the tropical case.
Unfortunately, little data is available for higher latitude
comparisons. The tethered balloon observations of
Moores (1982) in south England give a cooling rate of
~1...—2K day! for the 150-1000 m layer during
clear summer days, which is in accordance with the
suggested parameterizations.

d. Downcoming radiation at the surface

In a forecast model, the downcoming longwave ra-
diation at the surface is an important factor in the sur-
face heat budget. It should, therefore, be given correctly
by the radiation scheme. Equation (3) can be used to
produce F*(sfc). If e from Eq. (12) is used in (3), the
downcoming flux is at all tropospheric heights within
5 W m~2 with those reported in RW. It thus seems
that (3) and (12) provide a fast and relatively accurate
way of producing the downcoming radiation from the
water vapor line spectrum at the surface.

These values are, however, much smaller than those
observed. (In fact, the low values were the main reason

-for Sasamori to introduce the Yamamoto (), which
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produces large surface fluxes but also too much cool-
ing.) The reason for the low values is probably that
continuum, other gases, and aerosols give a sizable
downradiation, especially near the surface. In a recent
comparison of many radiation schemes (Luther et al.
1988), the average F'(sfc) of several line-by-line
schemes in a midlatitude summer atmosphere case was
267 W m ™2, if water vapor line spectrum only was
considered. When the continuum effect was added,
F*(sfc) increased to 326 W m 2, and with CO,, O; it
increased further to 342 W m 2, These and other values
in the comparison suggest that a very simple param-
eterization of F¥(sfc) (in W m~2) could be

FY(sfc) = Flsfe) + 4- q(sfe) + 16

(gingkg™"). (13)

Here, F fv,(s fc) is calculated using (3) and (12),
4 - g(sfc) gives the continuum addition, and 16 W m 2
is a constant addition from CO;, O3 and aerosols in a
moist atmosphere. This simple parameterization also
produces sensitivity for a change in the water vapor
mixing ratio (1.25X vs. 0.75X normal values), which
is similar to those of the line-by-line models
(AFY(sfc)= 45 W m™2) reported in Luther et al.
(1988).

e. Clouds

In the interest of fast calculations, all clouds are as-
sumed dense or thick enough to be black in the thermal

Z (km)
-116

14
12

10

Cooling rate (K/day)

FIG. 5. The cooling rate from Cox’ (1969) radiometer observations
(thick line), the cts approximation for water vapor line spectrum
absorption (dashed line), and the cts approximation plus the suggested
simple parameterizations for other effects (dotted line).
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infrared. Although this is not strictly true, the coarse
vertical resolution of the targeted atmospheric host
models (a few hundred meters in the upper boundary
layer and much more higher up) guarantees that even
cirrus clouds will be thick enough to appear nearly
black.

Below and between cloud layers one thus assumes
that the ground or the cloud deck below and the cloud
base above are black surfaces at their respective tem-
peratures. The Sasamori scheme (8) is then used in
these layers. Above the highest cloud layer one may
use the cts scheme (10). For the downcoming radiation
at the surface one may simply set it equal to the black
radiation at the lowest, cloud base temperature, perhaps
slightly enhanced on the way down through use of (3).

What about inside the clouds? Although several in-
vestigations suggest that the (infrared) radiative cooling
near the cloud top is very strong in a shallow layer,
and somewhat weaker heating prevails near the cloud
base, our recommendation here is simple: do nothing,
i.. set the radiative temperature change to zero inside
clouds. The reason is that if one sets up a complex
radiation scheme inside the clouds, one should also
consider all the other effects important for cloud dy-
namics (e.g., entrainment, droplet accumulation, and
evaporation ). Since these are not simulated in the in-
tended host models, it is perhaps best to exclude also
the relatively strong radiation drive in the cloud layers
also.

If, however, a fast radiation scheme inside the clouds
is considered necessary (and the vertical resolution of
the host model is sufficient), the recent scheme of
Hanson and Derr (1987) is recommended.

4. Shortwave parameterization

Solar radiation is important in short-range high-res-
olution modeling mainly because of daytime surface
heating of land, especially in clear conditions. There-
fore, the strategy here is to adjust the solar flux at the
surface (to be used in the host model’s land surface
temperature budget) close to observations.

The solar constant (in W m~2) is given by
S =1365-(1 + 0.03422 cos(d - 27/ 365)
+ 0.00128 -sin(d + 2w /365)) (14)

where d is the running date from 1 January. Here, the
annual distance change of the earth from the sun has
been taken into account to within 1 W m ™2 (Pielke
1984.) At latitude f and local solar hour ¢, the sine of
the local sun height angle / (cosine of the zenith angle)
is given by

sin(h) = cos(f) cos(dc) cos((z — 12)-2x/24)
+ sin(f) sin{(dc) (15)
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where dc = 23.45°-cos[(d — 172)-2x/365] is the
declination angle. Here, S sin( /) now gives the solar
radiation falling on a horizontal plane in any (modeled
or real) local time and latitude, if there were neither
absorption nor scattering in the atmosphere. These
gaseous and aerosol attenuation effects should now be
added in a simple fashion.

a. Surface global solar flux in clear air

The global (direct + diffuse) downward solar radia-
tion at the surface is obtained by reducing S sin(4)
through the parameterized broadband depletions by:

i) ozone ultraviolet and visible absorption, mainly
in the stratosphere. Here, using 0.35 cm (the global
average) of O; at NTP, a simple curve 0.024 - (sink) %3
gives a good fit to Lacis and Hansen’s (1974, hereafter
LH) more elaborate scheme. If more accuracy is
needed, the amount x of ozone (in cm) may be given
for each month and latitude with 0.024 replaced by
0.024 + (x — 0.35)-0.03.

ii) H,O and the smaller CO,, O, overlapping in-
frared absorptions in the troposphere. A simple curve
0.11 - (u/sink)%% gives a reasonable fit to Yamamoto’s
(1962) results (curve 6 in his Fig. 1) for the typical
values of u/sins ~ 0.1 ... 10 cm where u = u(0, )
is the pressure-scaled water vapor amount from (7).

iii) Rayleigh scattering from air molecules. The LH
scheme was adopted, where the broadband albedo of
pure Rayleigh scattering for direct solar beams is 0.28 /
(1 + 6.43 -sinA), and for the reflected beams, 0.0685.
Comparison of these with Coulson’s (1959) calcula-
tions shows that the LH parameterization is fairly good.
Neglecting the (very small) multiple reflection effect,
the backscattering from the reflected beams is simply
0.07 - o, where « is the albedo of the surface in the
visible part of the solar spectrum ( ~0.05 over sea, 0.2
over land, 0.7 over snow and ice).

With coefficients “aa” and “as” (=>1) for a crude

-inclusion of aerosol absorption and scattering as en-

hancing the gaseous and molecular effects listed above,
the global surface flux is now given as

s¥(sfe) = Ssinh {1 — 0.024(sink) %3
— aa-0.11(u/sinh)%%

- as+(0.28/(1 + 6.43-sink) — 0.07a)}. (16)

This parameterization was tested in the 5-year ob-
servations of global solar radiation at Aspendale (Aus-
tralia) during clear days (Fig. 6.3 in Paltridge and Platt
1976). The annual mean atmospheric water content
of 1.5 cm at Aspendale (reduced by 15% because of
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the pressure scaling ) was used as u#, and surface albedo
of 20% was assumed. With aa and as = 1 (i.e. no aero-
sols) the parameterization (16) produced the upper
envelope of the Aspendale observations (i.e. those made
in clean air). It was 5% (20-40 W m ~2) too large when
compared with the mean of all observations. The dif-
ference presumably is caused by the average aerosol
extinction. The difference was reduced to less than 2
W m™2atall &> 10° by setting aa = 1 and as = 1.9;
i.e. assuming no aerosol absorption but extra scattering
90% above the pure molecular scatter level. That the
aerosol absorption is quite small in the Australian east
coast during normal visibility was demonstrated in the
flight observations of Paltridge (1973). The values aa
= 1, as = 1.9 are thus tentatively suggested for coastal,
ocean, and other areas with mostly small and trans-
parent background aerosol particles (sea salt), which
scatter but do not absorb sunlight.

The parameterization (14)-(16) was further tested
against Tammelin et al. (1987), who have made careful
observations of the global solar radiation at Pernaja
(South Finland) during clear and cloudy days; (0,
oo ) was calculated from the nearest radio sounding at
Jokioinen, Finland. Also in these data, use of aa = as
= 1 gave a 5% overestimate during all seasons and
hours. Here, the selection of aa = 1.2, as = 1.25 gave
the best fit to the observations (error < 5 W m™2),
suggesting that in the continental air over north Europe
the aerosol scattering adds 25% to the Rayleigh scatter,
and the aerosol particles include enough black material
to increase absorption 20% over the gaseous absorption.
From the 5% total extra depletion, aerosol absorption
explains about 3%, and scattering, 2%. These values
are compatible with the surface and flight estimates of
Robinson (1966) and Roach (1961) over Britain. It
may be noted that also in those Paltridge’s flight ob-
servations, which were made during hazy days with
low visibility due to dust storms and bush fires, extra
absorption was found with a suggested value of aa
~ 1.3-1.5.

The choice of aa = 1.2 and as = 1.25 is thus suggested
for use in (16) over continental industrialized areas
during normal visibility. Since the aerosol absorption
and scattering is in itself an extremely complex matter,
this crude simulation can be defended only on the basis
of simplicity and speed.

b. Solar heating in clear air

Since scattering just redistributes the solar beam en-
ergy, only absorption g enters to the net flux divergence.
Thus the solar heating becomes

()
ot SWR

' - sh=-Lssnn 2. (1
dp

139
pCp 0z Cp
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In the troposphere, water vapor is the strongest gas-
eous absorber. Chou (1986) developed a fast and fairly
accurate broadband parameterization for it, based on
comparisons with line-by-line calculations. Chou also
showed that the LH scheme [based on Yamamoto’s
(1962) absorption data] is not bad, its error being ~0.2
K day™'. These two schemes can be recommended.
Both calculate the heating (17) by finite differencing
da/dp. Here we suggest an alternative, which is even
faster and is potentially more accurate, since da/dp is
obtained analytically.

Using linear pressure scaling, du = ¢q+(p/p,)dpr/g
so that g-da/dp = q-(p/p,)-0a/du. From Chou’s
(1986) line-by-line results (his Fig. 6), the curve da/
Jdu can be approximated with good accuracy by the
simple functions

da(u)/ou = y(u)
0.029y 703!
0.05027963

uZ 0.05 cm

u <0.05cm

where u is the linearly pressure-scaled vertical water
vapor amount (in cm; (7) with n = 0.85 can also be
used without much error). For the range 0.2 < u < 3
cm (18) is also close to Yamamoto’s (1962) absorption
values (and thus the LH scheme), which in Paltridge’s
(1973) flight data described the attenuation of the net
flux rather well. For slant direct paths # = u/sink and
y(u) is replaced by y(u/sinh)/sinh. The isotropi-
cally reflected beams experience path lengths of u,
= u(0, c0)/sink + u(0, z)+1.67, and (18) becomes
a- 1.67 - y(u, ) for them. This parameterization [(17)-
(18)] gives results within 0.1 K day~! with Chou’s
scheme, which itself was within 0.1 K day~! with the
line-by-line calculations for water vapor.

Calculations for the smaller CO,, O,, and O; ab-
sorptions using the standard absorption curves of
Sasamori et al. (1972) resulted in a total effect that
is fairly constant in height and is given by 0.15-
(sinh)%3(£0.02) K day~!, below 300 mb. Thus the
suggested solar heating over oceans and other areas
with negligible aerosol absorption becomes (in K s™!)

<_‘9_T) = S<£)(£){y(u(z, oo )/sink) + - 1.67
ot SWR D

¢ J\Po
X y(uy)sinh} + 1.7-107%(sinh)%3,  (19)

Here, y is given by (18) and « is the surface albedo.
The y(u, ) term (water vapor absorption in the reflected
beam) is non-negligible only in the boundary layer.

In continental air, especially over industrialized
areas, the coefficient 0.029 in (18) may tentatively be
increased to 0.04-0.05 near the surface to account
crudely for the extra aerosol absorption reported for
example in Paltridge (1973) and Roach (1961).
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¢. Clouds

In cloudy days, Atwater and Ball (1981) suggest a
constant cloud transmission function, /¢, for each cloud
type; e.g., 0.15 for stratus and nimbostratus, 0.40 for
altostratus, and 0.9 for cirrus. Also the observations of
Tammelin et al. (1987), made during overcast days
with stratus-type cloud, support the view that (16)
multiplied by z¢ = 0.3 gives a reasonable first-guess for
the surface total solar flux during overcast days. If the
host model is intelligent enough to separate between
different cloud types, Atwater and Ball’s (1981) z¢
constants, the LH scheme, or Hanson and Derr’s
(1987) scheme can be used. However, in the present-
day limited-area short-range forecast and mesoscale
models, “cloud” is typically defined by relative hu-
midity exceeding a threshold value without any detailed
knowledge of the water amount or optical thickness in
the cloudy layers. Then, multiplying (16) and (19) by
0.3, is a fast first parameterization producing reasonable
solar surface fluxes and heating below clouds, which is
close to that from LH’s more complex scheme, except
perhaps for cirrus clouds.

In short, the parameterization suggested above is a
simplification of the LH scheme with additions of CO,,
0,, and average aerosol effects. The parameterization
reproduces the surface flux with good accuracy and is
not far from line-by-line model results in the solar
heating calculation for gaseous absorption. Yet it is
very fast and includes the most important feedback
mechanisms. Clouds are handled in a very simple way
but with acceptable accuracy for a short-range model.

5. Summary

Three longwave emissivity parameterization
schemes were tested against a reference narrowband
model in clear conditions (no clouds). The crucial fac-
tor proved to be the emissivity dependence on the water
vapor path length; a candidate is given as Eq. 12. The
three schemes (direct integration, Sasamori, and cool-
ing-to-space) gave almost identical results in the present
cases. The sensitivity of the Sasamori and cts schemes
to variations in their parameters was tested.

For the other gases and aerosols in the troposphere

-a constant cooling rate of —0.1 ... 0.2 K day ! was
suggested, and for the water vapor continuum effect,
a simple g dependence seems to be adequate. The
longwave downward radiation at the surface was dis-
cussed and methods were presented as well as the
cloudy case.

For the shortwave part, Lacis and Hansen’s (1974)
and Chou’s (1986) methods were simplified and aug-
mented with average aerosol effects. The use of these
gave a satisfactory fit to surface and flight observations.

The suggested methods should give an extremely fast
radiation parameterization package, to be used for ex-
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ample in short-range high-resolution or mesoscale-at-
mospheric models, or in land-surface heat budget cal-
culations. The inputs needed are the temperature and
moisture profiles (e.g., in a grid point of a model, or
as observed in a radio sounding). The outputs are the
net radiative heating at all data levels and the down-
coming longwave and shortwave fluxes at the surface.
The accuracy of the clear-sky shortwave results (0.2 K
day~! for heating, 10 W m 2 for fluxes) approaches
the accuracy of the available measurements. The long-
wave part is less accurate but could be improved with
better observations or when line-by-line model results
become available.
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